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Executive Summary

This deliverable presents early prototypes to obtain cidosgual representations of relational content of
documents. These representations can be used to compare documentsliognsslly, or to aggregate the
information of a collection of documenis a merged semantic grapthat storesrelationsweighted by
frequency

We have followed two different approaches. The first takes a docuraeatysedwith linguistic tools of
WP2, considers the grammatical relations appearing in the document, and genemsl@eselations to
obtain a crosdingual representation of the relational content of the document. We have used WordNet as
an interlingua representation lexical items, taking advantage that in WordNet words are already linked
crosslingually. To some extd, this is a simple approach that will work moderately well. One advanisg

that WordNet has been builinanually; hence the crodgigual mappings are expected to be high quality.
Another advantage is that there exist a number of similarity measureedban WordNet: hence, if two
relations are not exactly identical, one can develop principled methods to compute a notion of similarity
between the relations Our next step is to develop alternative approaches to WordNet, where the-cross
lingual representdbn of lexical items and named entitidés given by unsupervised methodsthis is
precisely the topic of WP3 in XLiKa.

We also present a second approachstamantic graph construction based on pattern rules that link textual
patterns into logical patterns. In this case, the logical patterns are the building blocks of the semantic
graphs representing documents. A tool has been developed to explore a largetioollof documents
(analysed linguistically) anchanually construct patterns to map relational content into a crdsgual
semanticrepresentation Logical patterns based on the CyC ontology have been explored.

Finally, we present a set of experimentsing a large collection of documents in English, Spanish, and
Catalan, gathered during January 2013. Using this data, we illustrate the kind of representations that we
obtain using the two different approaches.
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1 Introduction

The goal of task'42 Semantic Graphs Constructiaa to develop techniques and tools to obtain cross
lingual representations of relational contemf documents. These representations are in the form of
semantic graphs, that is, graphs where nodes represent entities mentioned in a document, and edges
represent relations between entities also mentioned in the document. Hence, a semantic graph of a
document is a relational summary of its conteht.addition, the representation of relations in a semantic
graph should be crodsgual: equivalent relations exessed in different languages should map to the
same form.

We explore three kinds of techniques in order to construct semantic graphs:

a) Merging predicateargument relatios extracted in WP2 into semantic graphs. The input consists
documents annotated i a set of grammatical relationsextracted in T2.2 and T2.4, afufther
linguistic analysis issed as the main guide for merging.

b) Linking annotations into coherent semantic graphs based on pattern analysis and ontological
constraints. The input ia sejuence of annotatins, extracted by tools from WPZhe graphs will
be constructed by combining statistical-oocurrence models (similar to Latent Semantic Analysis)
and ontological constraints of annotations and their supkisses.

c) A combined approach.

This deliverable describes early approaches for (a) and (b). We first present each of the techniques, and
then preent experimelts using real data where we illustratiee two approaches.

© XLikeconsortium 202 - 2014 Page7 of (21)
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2 Merging PredicateArgument Relations

In this approach wearansform a document into a semantic graph based on the linguistic annotations
obtained with the linguistic analysis tools in WR2[3]. There are twomain questions to solve to build
semantic graphs:

1. How to build a graph of relations representing textual content?
2. How to make the graphross lingu&

Next we describe howve solve these questions.

2.1 Extraction ofGrammatical Relations

Following Task 2.B8], we employ grammatical relations in the form of triples to build a graphrelhes
two types of such linguistic triple relations:

1. Syntactic: subjeeterb-object triples

2. Semantic: agenpredicatetheme triples

The following figure gives an example of syntactic dependencies (above the sentence) and semantic
dObJ

dependencies (below theentence):

is now (holdlng) (ItS biennial meetlng

Figurel. Syntactic dependencies (red) and semantic roles (blue).

nsubJ

Given a document, we will consider either syntactic or semantic trigled,build a semantic graph bake

on these. Essentially, each node in the dgrajrresponds to an entity mentioned in the document. Then,
directed edges in the graph represent triple relations: the source node is the agent, the target node is the
theme, and the label of the edge is the predicate.

For example, for the sentence Figurel$ S g 2dzZf R 20 0GF Ay | INF LK GgAGK (6;

LA N A ~ee

Fy23KSNI F2NJ aYSS fahejedc ke ! R ¢R ANSSIH (RS RDZBYREBA & ya?ls)d)SaOES

While in this example syntactic and semantic dependencies would result in the same graph, in general
semantic dependencies should result in richer and more abstract relational representatiotise Other

hand, obtaining semantic dependencies requiresning syntactic parsing firsgnd then run a semantic
parser that is not always availalfler all languages. Sometimes, it can be more accurate and robust to rely
on syntactic analysis only. In any case, it should be clear that our approach to constnacitisegraphs

does not really depend on the nature of grammatical relations obtained from the linguistic tools in WP2.

Page8 of (21) © XLikeconsortium 202 ¢ 2014
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2.2 Crosslingual Representations

Generating crosingual representations of linguistic triples is essential in order to map conternff@neht
languages to a languagiedependent representation.

Ourfirst approach described hereis based in WordNg6]. That is, we disambiguate nouns and veriie
WordNet concepts (synsets) usimgate-of-the-art disambiguation techniqueswith this, nodes in the
semantic graph are WordNet synsets, rather than the words themselves. Since WordNet synsetssre
lingually linked,we obtain crosslingualtriple relations.Thus, WordNet naturally provides a bridge for
lexical items from many languages to a common syntactic space.

The following figure gives an example of a sentence syntactically analysed. The red syntactic dependencies
form a grammatical relatiort 6 dza oS AA S K ® G2 NR Ay yBRal Yo A ddzr GSR
a n n p y-¥iddgsygribed in WordNet as the most common medium of exchange), which is linked to the
{LIyAaK 62NR ARAYSNRé 2NJ GKS /Gl 1y odahddBfhadiigA y S NE&
an appropriate sytactic representation: sincthe sentence is in passive form, we catgequately reorder

the arguments such that they indicate widoeswhat.

&

The money was allegedly paid by businesess

business/00582388-n pay/02251743-v money/13384557-n

Figure2. An example of a syntactic relation arith representation with WordNet synsets.

We have used WordNet disambiguatitools based orthe UKBstate-of-the-art technique [6], whichis
available in FreeLingAt this point itis integrated for English, Spanish and Catalan. There exist WordNet
versions for Germaii7] and Slovend8] that we can integrate. Unftunately, there does not exist a
WordNet version of Chinese that is interconnected with the rest of languages. This illustrates a limitation of
this approach: using it requas the availability of WordNet resources, which are expensive to produce.

A second limitation is that the accuracy of semantic disambiguation systems into WordNet conoepys is
moderately accuratéperformances of stat®f-the-art systems are betwee®0% and 70% of accuracy).

© XLikeconsortium 202 - 2014 Paged of (21)
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3 Pattern Analysis and Ontological Constraints

3.1 Introduction

The goal of subtask (b) of task T4.2 is linking annotations into coherent semantic graphs based on pattern
analysis and ontological constraints. The main effort has beedeveloping a system, which provides
assistance for building pattern rules andpdips the rules on datasetannotated with linguistic information

in order to producesemantic graph of the documents

3.1.1 Pattern rules

A pattern rule consistef a textual pattern,alogical pattern, and argument mappings. The textual patterns
match with many different fractions of text. The arguments of patterns are-lvasic tokens, which are
described in the next section. These arguments (usually named entitegpanected with arguments of

the logical pattern via argument mappings. When the rule is applied the argumeiite @dgical pattern

are filled with arguments from the textual pattern, and the logical pattern becomes a relation that can
become a potentl part of the semantic graph. The static parts of the logical patterns, i.e., predicates,
constants, should already be defined in the semantic graph to integrate well with it.

3.1.2 Dataset

Our system operates on the textual data annotated wiithguistic tools from WP2. The structure is
presented onFigure3. There is one corpus for each language. The documents are split into sentences.
Sentences are split into token3here are several layers for each tokenized sentence: lexical tokens,
lemmas, parof-speech tags, named entities. During the processing additional layer is generated
generalized tokens. In the process of generalization each generalized token is assigieefilom another

layer Figue 4). One possibility of gendiaation is presented in Figurke If a token is a nameentity, then

the generalized token will be thiype of [Named entity. If partof-speech tag of the token 80 then the
generalized token will be assignfidumber] Otherwise, the generalized token is the same as lexical token.
These tokens are calldshsic tokendor the rest of this sectionThereare other possible generalizations.

For instance, if no other rules apply the generalization token is the lemma of the token.

Corpus
é Documents )
Sentences )
4 N\
Lexical tokens
[ I I [ - I |
Lemmas
I I I I I |
Part-of-speech tags
I I | I | |
Lemmas
I I I [ - I J
Generalized tokens *
L I I I | | | y
O v,

Figure3. Backend data sticture

After generalization, pattern frequencies are computed. All possiljeams (substrings) of the generalized
sentence are considered as patterns. Long patterns (more than 8 tokens) are not counted, because
counting them would require a lot of computational resources. Also, these patterns rarely express a simple
fact.

Pagel0of (21) © XLikeconsortium 202 ¢ 2014
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Lexical tokens | Federer | won | 5 | trophies| in Asia

Part-of-speech tags | NNP VBD NNS

Named Entiti B-PER I I I I B-LOC
S T B TN W I ;

Generalized tokens | [Person]| won |[Number]| troph|es| in |[Locat|on]|

Figue 4. The process of@neralization

3.2 Description of the system

In this section, we will demonstrate how our system works together with a short user manual of the
graphical user interface GUI. The GUI of our system is presentEmjore5. It consists of several panels,
which are presented in the following sections.

PATTERN RULES Jake McCabe and John_Gaudreau scored two goals each Thursday to lead the United_States to the final of the

world junior hockey championships with a 5-1 win over Canada .

Language: m McCabe put his team ahead with a pair of identical goals , scoring through goalmouth scrambles in the first period . "
9 ing gh g P
Document number: _ It feels . esp in such an game against Canada , " McCabe said . " | am so proud of my

Get Document team.

This was the best game of the tournament for us . " In the final , the Americans will face defending champion
Sweden .

Frequency:
Lexical pattern: The Swedes beat Russia 3-2 in a penalty shootout , with Sebastian_Collberg scoring the winner .

#fLocacionl beat #iLocation? §omumber3 Gaudreau made it 3-0 for the Americans , beating Malcolm_Subban with a low shot on a sharp counter attack at
22:58.
Subban was substituled for Jordan_Binnington after stopping 12 of 16 shots , and Jim_Vesey extended the
lead to four 10 minutes later .

Ty_Rattie scored one for Canada with a short-handed goal at 44:03 , but Gaudreau scored on another sharp
attack with 4:19 to play .

United States goalie John_Gibson made 33 saves for the victory . * The defense played really well , which made my
job a_lot easier , " said Gibson , who made three tough saves when his team was a man down after Rattie 's goal
. " If it was not for them , we probably would not be here . " The Americans finished third in their group at 2-2 in the
preliminary round and routed the Czech_Republic 7-0 in the quarterfinals on Wednesday .

Suggesticns:
dibleBeat
Bhdymeimmm Elias_Lindholm and Filip_Forsberg scored in the late game as Sweden dominated the first period , but Russia

Object ~| pulled one goal back midway through the second period and Mikhail_Grigorenko tied it at 47:56 .

Canada did not lose a game in the preliminary round and had a quarterfinal bye .

Neither team scored in overtime before Collberg furned out to be the lone scorer in the penalty shootout .

Rule repository Niklas_Lundstrom made 27 saves for the victory .
Assertions

Andrei_Vasilevski stopped 38 shots for Russia

Slovakia beat Latvia 5-3 in a relegation-round match .

Figure5. The Graphical User Interface (GUI) of tegstem

3.2.1 Document selection panel

In the beginning, the user selects a language and document number of his dhigicee6). The selected
document will appear on #right hand side.

© XLikeconsortium 202 - 2014 Pagellof (21)
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Language:
Document number: jPIL

Get Document

Figure6. Document selection anel.

3.2.2 Document panel

The selected document is presented in this panel. The last part of document panel is presefigdrefi.
Each sentence is in its owparagraph. Plain text is iblack colour. Parts, which are in orange or green
representspecial patterns. If the user moves the mouse over such pattern, thetstatof the pattern will
appear in a hint box near the pattergigure6, Figure?).

United States goalie John_Gibson made 33 saves for the victory . " The defense played really well , which made my
job a_lot easier , " said Gibson , who made three tough saves when his team was a man down after Rattie 's goal
. "If it was not for them , we probably would not be here . " The Americans finished third in their group at 2-2 in the
preliminary round and routed the Czech_Republic 7-0 in the quarterfinals on Wednesday .

Canada did not lose a game in the preliminary round and had a quarterfinal bye .

Elias_Lindholm and Filip_Forsberg scored in the late game as Sweden dominated the first period , but Russia

pulled one goal back [ i i i i otieditat47:56 .
Frequency: 15

Neither team scored il Pattern: [Location] beat [Location] [Number] in [ in the penalty shootout .
Heat: 0.251205

Expectation measure: 6990.12

Niklas_Lundstrom

SlovakiaIbeat Latvia 5-3 in a relegation-round match .

Figure7. The bottom part of the document panel. fie statistics box is displayed for tex8lovakia beat
Latvia 53.

The parts of text that are highlighted range match with patterns suggested by the system. These
patterns occur in the corpus more times than a predefined threshold; they include at least odzasion
token; and have a higher expectation measure than other patterns which overlap with them. The
expectation measure of the patter@ a1 @ ds calculated in the following way:

hhwo

'Qd‘ (1)6 - 1 7
d B nnwo

Wheren 1) & as the probability of the pattern | & @ 1 @ ois the probability of théQth token in the
pattern, ande the length of the pattern. This measure rewards the patterns whose tokens frequently co
occur together. However, sometimes patterns that have some redundant tokens, such as punctuations, are
scored highly. In the future, we plan to combine this measwith dependency parse tree data to improve

the suggestions. Additional research on identifying good patterns has been done in [1].

The parts of text that are highlighted greenhave already pattern rules defined for them. Consequently,
the correspondingelation is already constructed and presented in the hint box, likEigare8.

Pagel2 of (21) © XLikeconsortium 202 ¢ 2014
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Frequency: 400

Pattern: #$Person1 made #$Number2 saves
Elias_Lindholm and Filip_H Heat: 1.0 he first
pulled one goal back midway| it at 47

Canada did not lose a game

Expectation measure: Infinity
Neither team scored in overtif Relation: (savesMade [Niklas_Lundstrom] [27]) penalty

Niklas_LundstromImade 27 saves for the victory .

Figure8. Applied pattern rule onNiklas_Lunstrum made 23aves

3.2.3 Pattern rule panel

This is the panel, where users construct pattern rukégyre9). To construct a rule, a valid textual pattern
needs to be in thdexicalpattern box. This can be achieved either by clicking on the text highlighted in
orange, or by selecting some text and dragging it the lexical pattern box. In both cases the system
generalizes the text to become a pattern. The frequency of the patteralésilated and displged above. In

the same momenta generic pattern is displayed in thegical pattern boxfor example(relation %1%
%2%) Each argument in the lexical pattern box starts witrand ends with its serial number. To construct
argument mapings, the user must define arguments in the logical pattern by stating their serial number
encapsulated with percentage characters, for exanfl&€% The user constructs the logical pattern with
concepts from the semantic graph. In tiseiggestionsox, the system suggests few concepts from the
semantic graph that are denoted by the basic words in the lexical pattern box. These concepts might be
included in the logical pattern. When the rule is complete, the user clicks on the b8toe rule The
system aplies the rule on all the documents and reports the number of matches. The matches of the
current document become highlighted in green.

Frequency:
Lexical pattern:

$SLocationl beat §$Location2

Logical pattern:

(winnerOfMatch (MatchBetween %1% %2%) %1%)

u
Suggestions:

AudibleBeat
DefeatingAnCpponent
PhysicallyBeatingAnAgent
HittingAnChbject

Save rule

Figure9. Pattern rule panel
3.24 Displaying output
To see all constructed rules, the user maktk onRule Repositoriink bellow the pattern rule panel. To

see all the assertions with corresponding sentences for each rule, the user must clickAss#rgongink
(Figureb)

© XLikeconsortium 202 - 2014 Pagel3of (21)
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4 Experimens

We prepared a dataset from the NewsFeed of WL In particular, we took all arties from January 2013

that are in English, Catalan and Spanish, and analysed them with the linguistic tools in WieBulthisa

large corpus where we can extract relations and aggregate them over documents. Such large corpus is also
useful in order o test the system for developing pattern rules.

For this experimentation in particular, we selected a subset of documents that are about corruption cases
in Spain.Appendix A shows some example sentences in the three languageswill first present
expaiments using the techniques to merge grammatical relations. Then we will present experiments using
the pattern learning toolln both cases we illustrate the type of patterns that can be extracted.

4.1 UsingGrammatical Relations

We were interested to seerasslingual matches of relational content. That is, assuming that the
documents in different languages convey the same information, we should be able to esimalzr
relation triples from document different languaesSince our documents are fromelsame time span
(January 2013), and we selected a hot topic that has gotten international coverage (corruption), it is
reasonable to assume that similar information is expressed in the document collections in three different
languages.

Tablel. Examples of syntactic triples and their crelisgual representation

[ ' y3dzk 3S { dz6 2SO t NERAOF GS hoa2SOi

Ol diari/06267145-n publicar/00967625-v anotaci6/06763273-n
Ol paper/14974264-n publicar/00967625-v rotatiu/08288291-n
Sy el pais publish/00967625-v detail/05817845-n

S y newspaper/06267145-n  publish/00967625-v ledger/13404248-n
Sa diario/06267145-n publicar/00967625-v fotografia/03931044-n
Sa periédico/06267145-n publicar/00967625-v imagen/03931044-n
Ol pp negar/02212825-v document/06470073-n
Ol partit/08256968-n negar/02212825-v pagament/13278375-n
S y pp secretary general deny/02212825-v knowledge/00023271-n
S y spanish pm mariano deny/02212825-v allegation/07236077-n
A rajoy

Sa pp negar/02212825-v financiacion

Sa partido/08256968-n negar/02212825-v acusacion/07234230-n
Ol pp pagar/02251743-v sobresou

Ol partit/08256968-n pagar/02251743-v vestit/03236735-n

S y business/00582388-n pay/02251743-v money/13384557-n
Sa extesorero pagar/02251743-v sobresueldo

Sa luis barcenas pagar/02251743-v sobresueldo

Ol tresorer/10727256-n portar/02686471-v registre/06507041-n

S y treasurer/10727256-n write/01744611-v ledger/13404248-n
Sa tesorero/10727256-n repartir/02294436-v sobre/03291819-n

Tablel presents some examples of triples, separated in blocks. In the first block the predicate corresponds
to WordNet synset 00967625 which can be lexicalized pablish(in English) opublicar(in Spanish and
Catalan). It is also interesting to observe that these triples share similar subjects and objects. For example,

Pagel4 of (21) © XLikeconsortium 202 ¢ 2014
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XLike

some subjects are labelled 06267 4Fnewspaper/periodico/diajiwhile othes refer to close words. One
subject isEl Paiswhich is the name of one newspaper: at this point we do not exploit dingsal
representationsof named entities (mainly because these are not covered in WordNet). If we look at
objects, we observe less exact matches according to the synset; however,wede are semantically
related. One idea for exploration is to explakistingWordNet simihrity measuresin order to develop
similarity measure®f crosslingualrelations. This will allow to compare relational content of documents

either interlingualy or crosdingually.

petition, postulation ask, call_fo
06513366-n 02627934-v
assemble, foregath
02428924-v
call,call_in
02487573-v

ar
signature
06404582-n

assemble,foraégather
024289244

02402825

deny, refuse
ozprendfight

01090335-v

allegation
07236077-n

contend, fight
01090335-
add

fellow_member, member
10307234-n
00182406-v
bear, birth
bulk, majority 00056930-v
05122557-n
problem
06784003-n

decline,pass_up
02237338-

account_book, book 00967625-v
13404248-n
can,dismiss

attorney,lawyer
10249950-n

evjrice, express
00943837-v

brifig_out,issue

ns.u 32 ’ 00967625-v
0626

g_out,issue

publish, write
01744611-v

appal,appall
01810447-v

people
07942152-n

ask,call_for
82627934-v

Figurel0. A graph based on syntactic triples

Figure 10 presents a graph where we have merged cHasgual grammatical relations from many
documents in different languages. In this case the relations were extracted from the syntactic tree. We can
see that merging works, in the sense that relations that have been mentioned with different lexical items
have been agggated on the same relation (for example, we can see tRajoy deny/refuse the
allegation). Figurell presents a similar graph where the relations have been extracted on the basis of

semantic roles instead of the syntactic tree. The graphs are constructed using the same set of documents,

thusit is clear that semantibased extraction provides much richer set of relations.

We leave as future work evaluating the precision and recall of the extraction and merging processes.
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Figurell. A graph based on semantic trigs.

4.2 Using Patterns and Ontological Constraints

In thispart we present an experimenising pattern analysjsvherea few pattern rules are constructed and
applied on the small set of documents.

We constructed several pattern rules on these articles with system In this experiment we took Cy3

the semantic graph. All the constants that are not argmts were already defined in Cy®Ve will present
several tables, where the first part of the table is the rule. In the second part of the table nslatio
produced by the rule are stated. The first relation comes from the document, where the rule was created.
We will first present five patterns for English language. The first two patterns connect entities with their
GeLSa DAl aira +é LINBRAOIFGSO®

Table2 9El YLX S LI GGSNyYy& 2F aAda ¢ LINBRAO
N

[ SEAOFE LI GOGSNY [ 23A0Ft LI GaGSNYy ¢AYSa L
Attorney #$Personl (#$isa %1% #$Attorney) nop
wStlFiA2Yya

(#Sisa [General_Eduardo_Torres - Dulce] #$Attorney)

(#%isa [General_Jesus_Murillo] #$Attorney)

(#Sisa [Charles_Wycoff] #$Attorney)
(#3%isa [General_Mukti_Pradhan] #$Attorney)
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